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Abstract 

This is the description of the demo’s technical content of the 
P.A.N.D.O.R.A. (Program for the Advancement of Non 
Directed Operating Robotic Agents) Robotics Team of the 
Aristotle University of Thessaloniki. We are going to 
present two tracked platforms aiming at moving both 
autonomously and teleoperated, searching for human 
victims as well as grasping and carrying a specific object, 
such as a small bottle of water. 

 Introduction   

The P.A.N.D.O.R.A. Robotics Team of the Department of 
Electrical and Computer Engineering of Aristotle 
University of Thessaloniki Greece was founded in 2005 to 
participate in the IEEE projects and consists of 
undergraduate and postgraduate student of the same as well 
as other departments of the A.U.Th. 
 During the last years, the team has been working on 
robotic systems. A robotic arm with four degrees of 
freedom was developed with the ability to identify, grasp 
and carry objects of different shape. The team had 
furthermore participated and had a decent performance in 
RoboRescue 2008 as well as in RoboRescue 2009. 
 At the demo, we will present the basic functionalities of 
our two robots (autonomous and manual). Below, the 
technical content of the demo will be described in detail. 

Communications 

The communications between the robots and the base 
station are performed by a W-LAN 802.11a (5 GHz). 

                                                 
 

Control Method and Human-Robot Interface 

The teleoperated platform runs on manual operation using 
a Graphical User Interface (Fig.1.). The autonomous 
platform stops only when the victim is found and expects 
the operator’s handling in order to continue. The robots are 
controlled using a wired gamepad or a keyboard. 
 

 

Fig. 1. Operator’s graphical interface 

 

 The readings that exist in G.U.I. are temperature 
reading, CO2 quantity reading, mapping window, camera 
streaming, move buttons for the robot and the arm, 
distances measured by sonars and IRs and a victim found 
alert led. 

Map generation/printing [1][2] 

For this purpose we are using an implementation of the 
Occupancy Grid-based FastSLAM algorithm which is 
based on particle filtering. FastSLAM requires two inputs: 
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the velocity of the robot and Laser Range Finder’s 
measurements. The necessary inputs are obtained from an 
IMU (Inertia Measurement Unit), the robot’s encoders and 
an LRF. The LRF is attached to a custom-made mechanism 
which automatically compensates for the platform’s 
inclinations in order to keep the LRF horizontal, to avoid 
faulty measurements. 
 The FastSLAM algorithm’s output is an occupancy grid 
map of the surrounding area of the robot, which will be 
further processed to contain the possible victims’ locations. 
Also we added the appropriate color to determine the free, 
occupied and unexplored areas of the map. The final map 
is sent via WiFi to the base-station for display in GUI. A 
map example can be seen in Fig. 2. 
 
 
  

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Occupancy grid map example 

Navigation and Localization Sensors   

Our robotic platform is equipped with several sensors in 
order to determine its current position and its distance from 
various objects. 

Laser Range Finder (Hokuyo URG-04LX) [3] 

For the map creation we are using the Hokuyo URG-04LX 
Laser Range Finder (Fig. 3). It has a viewing angle of 240° 
and a detection distance of 20mm up to 4m. The angular 
resolution is 0.36°, which gives 666 measurements in a 
single scan, and the linear resolution is 1mm. The accuracy 
of the measurements varies from 10mm (for distances from 
20mm to 1m) to 1% of the measurement for distances up to 
4m. It has a voltage supply of 5V DC and has a current 
consumption of 500mA. 
 In addition the laser readings are used for obstacle 
avoidance. 
 
 
 
 
 
 

                                                 
 

 
 
 

 

 

 

 

 

Fig. 3. Laser Range Finder 

Ultrasonic Sensors [4] 

We used 5 ultrasonic SRF05 sensors (Fig. 4.), placed 
around the robot. These sensors use a simple I/O interface 
for communicating with a microprocessor, sending a pulse 
whose width is proportional to the distance from the object. 
Their power consumption is very low (approx. 0.02W). 
Their usability is to prevent the robot from bumping into 
any obstacles which are out of the LRF’s field of view. 
SRF05 can detect obstacles from 3cm to 4m away. 

 
 
 
 
 
 
 
 

Fig. 4. SRF05 

Infrared sensors [5] 

Infrared sensors are placed both on the left and the right 
side of the robot and they will cooperate with the sonars in 
order to give the distance of the robot from any obstacles 
with good accuracy. We used GP2Y0A21YK infrared 
sensors. These sensors have a short operating distance 
from 10cm to 80cm, so their main task is to check the close 
surroundings of the robot. One of them is used to measure 
the distance between the bottom of the robot and the 
ground, so as to start an alarm in cases that the robot is in 
danger of falling. 

Victim Identification Sensors   

To identify the victim and pinpoint it’s location, we use a 
number of sensors driven by sophisticated algorithms, 
which are presented below.  
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Vision [6] 

The autonomous platform is equipped with a stereo vision 
camera, STOC by Videre Design. With the implemented 
software we are able to detect motion, recognize faces and 
make out skin patterns. On the teleoperated platform the 
video stream from a single camera is transmitted to the 
control station for the operator to have a visual sense of the 
robot’s surroundings in real time. 

Temperature 

For temperature detection we use three TPA81 [7] (Fig. 5.) 
located at the stabilizer and two MLX90614 located at the 
arm’s head. The TPA81 is a thermopile array 
(thermocouples connected in series), which can measure 
the temperature of 8 adjacent points, as well as the ambient 
temperature simultaneously. It can detect victim’s 
temperature within 2 meters and its typical FOV is 41° by 
6°. It is connected to a microprocessor via I²C interface and 
updates its values at a rate of approximately 20 Hz.   
 The MLX90614 [8] is an Infra Red thermometer for non 
contact temperature measurements. The sensor can 
measure temperatures in range of -20 to 120° C with an 
output resolution of 0.14° C. 
 
 
 
 
 
 

Fig. 5. TPA81 

CO2 sensor [9] 

The CO2 sensor (Fig. 6.) (DYNAMENT, Premier High 
Range Carbon Dioxide Sensor, Non-Certified Version 
Type MSH-P-HCO2/NC) installed on the robot measures 
the concentration of CO2 gas in the environment. For the 
detection of the human respiration we simply track 
fluctuations in the concentration of CO2 in the air. Our 
sensor can detect concentration of CO2 gas from 0 to 
50.000 ppm. The robot will use  the CO2 sensor for the 
detection of the human respiration which fluctuates 
between 30.000 and 50.000 ppm. 
 
 
 
 
 
 
 

Fig. 6. CO2 Sensor 

Sound 

As far as the acoustic sensors are concerned, three electret 
condenser microphones (Fig. 7.) are used for victim 
identification and navigation. They are mounted on the 
robotic arm’s top, so as to recognize the front left, front 

right and rear sounds, in order to identify the victim’s state 
by it’s sound.  
 
 
 
 
 
 
 
 

Fig. 7. Microphone 

Robot Locomotion 

Our team has two platforms, an autonomous and a 
teleoperated one. Both platforms are simple, efficient and 
robust. They are moving based on a tracks system. The 
tracked bands are moved by Maxon brushless DC motors 
with 100 W of power each. In order to locate victims even 
if the platform cannot approach them, both robots bear an 
arm with 5 degrees of freedom. When the arm is extended 
it can cover an area of 750mm diameter. Beyond that the 
arm of the teleoperated platform has also a gripper able to 
grasp and carry objects (such as a small bottle of water) in 
a short distance. 
 The stabilization mechanism is mounted on both robotic 
platforms, teleoperated and autonomous. It allows the LRF 
and the thermal TPA81 sensors to stay horizontal, 
regardless of the robot’s pitch and roll. The stabilization is 
accomplished by two linear DC servomotors with fast 
response. 

 

 

 

 

 

Fig. 8. Robot’s sensor range and robotic arm 

Other Sensors - Mechanisms 

Stabilizer - Compass 

Ocean Server’s model OS500 [10] is a three dimensional 
compass that gives measurements in degrees. It is used to 
give the inclination of the robot in accordance to the 
starting inclination. The compass communicates with an 
AVR microcontroller, through serial RS-232. It is used in 
order to stabilize the laser of the robot in the desired 
position. Its accuracy is lower than 0.5 degrees with 
resolution of 0.2 degrees. It’s refresh rate is 40 Hz.  
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IMU [11] 

We will use an Inertial Measurement Unit (IMU) in order 
to have a prediction of the robot’s movement and the 
distance travelled in the arena. The IMU that will be used 
is the Inertia Cube 3 (Fig. 9.), which is designed to meet 
the demands of a mobile, 3 DOF sensor. 
 
 
 
 
 
 
 
 
 
 
 

Fig. 9. Inertia Cube 3 

Computing System (Single Board Computer) 

For our computing needs we are using a Mini-ITX system 
(Fig. 10.), placed inside the main body of the robot. The 
specifications of the system are : MSI IM-GM45 Mini-ITX 
mainboard, Intel Core2Quad mobile Q9000 processor, 4 
GB of DDR2 SO-DIMMs, a Solid State Drive with 32 GB 
capacity, all powered from a M4-ATX Pico PSU. The 
board’s dimensions are 17x17 cm and for the peripheral 
interconnection there are 8 USB ports, 5 RS232 serial 
ports, a PCI FireWire add-on card for the Stereo Camera, 
and a MiniPCIe WiFi capable add-on card with 2 pigtails 
for external antennas. The system’s power consumption is 
estimated at 80 Watts at full computing load without the 
USB, Serial and FireWire peripherals connected. 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 10. Single Board Computer 

Hardware architecture 

Communication between the single board computer (SBC) 
and the sensor network is made using a CAN Bus 
interface. Using a CAN Bus the sensor network will be 
flexible, allowing sensors to be added or removed with 
minimum effort. In addition the use of priorities, at the 
physical layer of the communication, will allow direct 
access of the SBC to the most critical devices of the 

network such as the motion controllers. As a higher level 
network protocol CANopen was selected. 

Research challenges 

The demo will include a simplified construction of a semi-
destructed building environment. This will be a subset of 
the RoboCup-Rescue simulated environment. The concept 
is that an office was collapsed due to an earthquake and 
there are alive victims trapped in the ruins. The 
environment will contain wooden corridors, small pitched 
ramps (10 to 20 degrees) as well as heat sources and dolls 
(or live humans) who will take the role of the victims. 
 As we mentioned in the abstract section of this paper, 
we will present the victim detection and identification both 
with automated and manual (teleoperated) manner. At the 
same time the state of the environment will be visible at a 
computer terminal. 
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