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Abstract

Underwater gliders are submersible platforms that are
well-suited to long duration missions; they will likely
play an important role in ocean sensor webs such as
the Ocean Observatories Initiative (OOI). Glider oper-
ational challenges include rare communications oppor-
tunities and high sensitivity to time-varying ocean cur-
rents. We address these obstacles with algorithms for
automated mission planning support. Our method ex-
ploits simulations such as the Regional Oceanographic
Modeling System (ROMS) to forecast currents and
compute safe glider paths. A two-phase hierarchical
planning process decomposes the general mission plan-
ning task into a cartographic plan that locates the glider
in space and time, and a detailed plan which tracks ve-
hicle dynamics and energy resources.

Recent work in Earth-observing sensor networks demon-
strates autonomous coordination of in-situ and remote sens-
ing assets to monitor, detect, and react to dynamic climactic
phenomena in real time (Chien et al. 2005; Morris et al.
2008). In coming years the Ocean Observatories Initiative
(OOI) will carry these concepts to the deep ocean (Given,
Banahan, and Williams 2007). The OOI will incorporate
platforms such as moorings and autonomous submersibles.
It will synthesize these measurements with numerical mod-
els that incorporate collected data and generate forecasts for
future conditions. A data distribution network will dissemi-
nate these forecasts to users around the world, while an on-
going science investigation will refine the core models and
improve our understanding of physical processes in the dy-
namic ocean.

Initial experiments with the OOI will test underwater glid-
ers, autonomous vehicles designed for long-term oceano-
graphic missions (Schofield et al. 2007). Gliders have no
propellers; they locomote by changing buoyancy and gen-
erating forward thrust from pitched wing surfaces. They
“glide” in a sawtooth pattern by changing buoyancy at the
top and bottom of each segment. This strategy offers su-
perior energy-efficiency; missions can last weeks or even
months on a single battery charge (Schofield et al. 2007).
Their energy-efficient travel make gliders ideal for long-
duration sampling in ocean sensor webs. Several existing
networks already use gliders to deploy Conductivity, Tem-
perature, and Depth (CTD) sensors to the deep ocean.
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Figure 1: Planning workflow. The operator generates carto-
graphic plans in a visual map interface. These are converted
into detailed plans which can be edited in a timeline view
and validated in a dynamic simulation. Glider image cour-
tesy Rutgers University, map views courtesy Google, Inc.

Underwater gliders carry several unique mission plan-
ning challenges. Gliders cannot communicate while at
depth; they must pause at the surface to activate satellite
links to shore whenever new orders are desired. Between
these communications opportunities gliders must operate
autonomously; often they are out of touch with shoreside
control for intervals of 6 to 8 hours.

Additionally, glider propulsion is weak relative to the pre-
vailing ocean currents. These currents can easily overwhelm
the glider’s own thrust so planners cannot simply direct the
glider toward the next desired location. Instead operators an-
ticipate future currents based on expert knowledge of local
eddies and remote sensing data such as Sea Surface Temper-
ature (SST) measurements. They make strategic waypoint
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choices to place the glider in current streams that will carry
it to the desired area. Path planning is a process of trial and
error, and glider flight performance is sensitive not just to
prevailing currents but also factors such as wing pitch, ocean
density, biofouling, and other considerations.

Finally, future improvements to onboard autonomy could
complicate the planning and validation process. Experi-
ments have already demonstrated gliders’ ability to track dy-
namic phenomena (such as algal blooms) over time; forma-
tion flying may also enable improved spatotemporal cover-
age (Leonard et al. 2007). Power-efficient onboard com-
puting will permit adaptive decisionmaking that changes the
glider dynamics and direction on the fly in response to depth
measurements or anomalous science phenomena. These op-
tions promise increased science return at the cost of addi-
tional complexity in mission planning and validation.

These complicating factors mean that gliders require con-
stant oversight by a trained operator, and that multiple
gliders become increasingly difficult to manage. Here we
present a mission planning environment to facilitate glider
operations and scale these efforts to ocean-wide sampling
activities with multiple gliders. We have the following spe-
cific goals:
• Improve path reliability by exploiting explicit current

predictions from oceanographic forecasts
• Speed planning turnaround with a simple interface that

simplifies mission planning for untrained operators
• Enforce resource constraints with explicit models of

glider flight performance
• Model adaptive behaviors to permit validation of plans

that permit significant onboard autonomy.
Glider mission planning must deal with spatial constraints

such as keepout zones and shipping lanes, temporal con-
straints such as the requirement for periodic communica-
tions, and spatiotemporal constraints such as the phenom-
ena under examination or time-varying currents. In other
words, glider mission planning defies a clean split between
path planning and temporal scheduling aspects.

Rather than attempt to optimize all of these factors simul-
taneously we use a two-stage hierarchical plan. The first car-
tographic stage locates the glider in space and time, while
the second detailed stage manages depletable resources and
concurrency among different simultaneous activities (Figure
1). These two representations correspond to different user
interface views: a map-based interface using Google Earth
(Google Earth Software Package 2009) and a timeline inter-
face based on the ASPEN planner/scheduler system devel-
oped at the Jet Propulsion Laboratory (Chien et al. 2005).
Mission planners can alternate between these views, refin-
ing the plan until a satisfactory mission is achieved.

Cartographic Plan
The cartographic plan is a sequence of mutually-exclusive
mission activities, each of which occupies a specific time
interval and exercises exclusive control over the glider. In
the first planning stage operators use a map-based interface
to modify the cartographic representation and design timed

paths between waypoint locations. This stage emphasizes
science-relevant factors such as vehicle location, ocean cur-
rent forecasts and overlays of remote sensing data. It ab-
stracts from vehicle dynamics and related control parame-
ters that can generally be determined automatically. An in-
terface displays a map of the mission area along with the
positions of waypoints and activities, and overlays of rele-
vant model forecasts (Figure 2). We anticipate that users will
interact mostly with this simplified cartographic plan, defer-
ring computationally expensive and time-consuming valida-
tion until after the basic path has been established.

During the cartographic phase a path planner determines
waypoints’ reachability and efficient connecting paths based
on a simplified motion model and 48-hour current forecasts.
We refer the reader to our companion paper for a complete
description of the spatiotemporal wavefront path planning
algorithm (Thompson et al. 2009). The novel contribution
is the use of a new “earliest valid arrival” criterion for de-
termining optimal paths, and the ability to specify goal loca-
tions both in terms of a desired spatial location and a desired
time of arrival. Tests show that current-sensitive path plan-
ning provides benefits both to the number of feasible paths
that are found and to the average travel time when compared
to local greedy path selection. The path planner interpolates
high-level waypoints supplied by the operator to compute
optimal travel trajectories and times for user-selected sur-
facing locations.

Operators examine the cartographic plan, along with re-
mote sensing and forecast data, in an interface based on
the Google Earth software package (Google Earth Software
Package 2009). A simple “timeline slider” shows vehicle
progress over time and the geographic location of mission
activities and waypoints (Figure 2). The operator seeds path
planning by selecting locations of waypoint goals and com-
munications surfacings. A typical plan might include any-
where from zero to five such intermediate destinations in a
three-hour communications cycle. The path planner com-
putes travel times between these waypoints. It provides the
interpolating path that arrives as early as possible at each
operator-specified location, with an accuracy determined by
the resolution of the planning grid.

More generally the path planner determines whether a se-
quence of waypoint locations and times is achievable by any
path. It computes reachability envelopes: polygons showing
the area that is reachable by the glider at future times (Figure
2). These isocontours summarize current constraints on fea-
sible paths. Operators can shift waypoints within the reach-
ability envelopes to provide additional margins of error or to
maximize the travel distance; the system responds by updat-
ing the cartographic plan with the optimal interpolation.

The Detailed Plan
After operators are satisfied with the initial plan waypoint
locations are fixed and an automatic translation expands the
sequence into a complete detailed plan. The detailed plan
adds specificity in the form of lower-level behaviors, sev-
eral of which may be active simultaneously. The detailed
planning phase tracks depletable resources and maximizes
energy or time efficiency by altering factors such as glider
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Figure 2: Cartographic plan with three waypoints (red) and
optimal interpolated paths (thick white lines). Yellow poly-
gons show reachability envelopes for each hour after the
second surfacing. The white path is the optimum trajectory
computed by the current-sensitive spatiotemporal path plan-
ner. The operator can shift waypoints manually, recomput-
ing travel times and trajectories until a satisfactory plan is
achieved. Image courtesy Google Earth, Google, Inc.

Figure 3: ASPEN timeline interface for the detailed plan-
ning step. Horizontal bars represent quantities such as re-
source use and vehicle state, as well as the activities in
progress at each mission timestep. Operators can adjust spe-
cific activity parameters, activating science instruments or
altering flight parameters to favor speed or energy efficiency.

pump displacement and depth. The two representations
are not isomorphic - each cartographic plan corresponds to
many possible detailed plans. Operators visualize and adjust
the detailed plan in a timeline interface that tracks glider
state variables, resources, and active behaviors (Figure 3).
Examples of activities include:

• Initialize: Reset glider systems and behaviors to begin
the new plan.

• Go to waypoint: Travel toward a specified latitude and
longitude position. Alternatively, travel toward a fallback
waypoint after failing a start condition such as a desired
position, keepout zone, sensor reading or glider state.

• Communicate: Rise to the surface and activate the satel-
lite link to receive new instructions from the shore. Note
that communications surfacings are given a location in the
Cartographic view so that they appear in the map visu-
alization. These locations are stripped from the detailed
plan.

• Loiter: Drift passively on the current.

• Sample: Activate the CTD instrument package to record
measurements.

• Failsafe: When a serious hardware fault is detected, sur-
face to contact shore while permanently ceding vehicle
control to the survival behaviors.

Our scheduling engine for manipulating detailed plans is
the ASPEN / CASPER software suite (Chien et al. 2000).
The ASPEN planner uses a formal model of glider state
and resources to validate the activity sequence and optimize
schedules. The model tracks depletable resources such as
battery energy, availability of the vehicle helm and commu-
nications equipment, and vehicle state variables such as the
health of the system and instruments. A timeline-based user
interface allows operators to alter any aspect of the plan and
immediately see its impact on the mission. (Figure 3). The
operator can respond to resource confects by reparameteriz-
ing the existing paths with alternative behaviors or returning
to the cartographic interface to edit plan waypoint locations.

After the detailed planning stage the plan has all the el-
ements required for execution onboard the glider. Our de-
ployment strategy uses two alternative methods for running
glider plans on board the physical vehicle . The simplest
approach will be to translate timed waypoints directly into
standard-format glider mission files. The stock gliders cur-
rently in use by the OOI permit simple behaviors such as
timed waypoint-following. Thus the current gliders can ex-
ecute a subset of mission activities without any significant
hardware changes. We will use this approach in the fall of
2009 to support initial experiments and tests of the mission
planning architecture.

Plan Execution
In the long term, upgrades to the glider’s onboard computer
will support an onboard executive based on the CASPER
real-time planner (Chien et al. 2005). This executive can
use the ASPEN plan format, executing activities at the ap-
propriate time while managing glider state. CASPER will
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command a behavior-based architecture using the MOOS-
IvP system developed at MIT CSAIL (Benjamin et al. 2009;
Eickstedt et al. 2007), translating activities from the mission
plan into parameters for low-level behaviors such as way-
point following. Adaptive behaviors will improve flight per-
formance by adapting flight parameters to local ocean con-
ditions. Other behaviors could respond opportunistically to
sensor readings in order to track chemical gradients or algal
blooms.

The user can validate the detailed plan by simulating the
entire mission within a shoreside copy of the MOOS-IvP en-
vironment, with a simulator module taking the place of the
physical glider. Operators can manually vary environmen-
tal conditions during execution; for example, one could see
how additional unforeseen currents might affect the result-
ing glider path.

In addition to adaptive behaviors the CASPER execu-
tive will add support for conditional “go to waypoint” ac-
tivities. Here fallback destinations provide alternate goals
for timed waypoint sequences. The onboard executive con-
tinually reestimates vehicle position during plan execution.
If unanticipated currents push a glider off-course then it
chooses the appropriate result for these conditional activities
and thus directs the glider to safe areas. Note that position
is not tracked explicitly in the detailed plan so the plan re-
mains formally valid regardless of the glider’s physical po-
sition. This formulation places path design entirely in the
cartographic planner. It frees the detailed planning step (and
eventually the onboard executive) from considering complex
spatial dependencies like path connectivity. In any case the
onboard executive lacks up-to-date forecasts from shore so
it will not have any new information that would justify more
elaborate path revisions.
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