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Introduction
This paper briefly describes an application built as a public
outreach and educational system, designed to introduce its
audience to the problems of planning remote space mission
operations and the potential of automated planning.

The context for the development of the application is a
programme that has been run in Scotland over more than five
years, in collaboration with NASA, offering school children
of ages between 15 and 17 a chance to participate in a Sum-
mer Space School. The programme is selective, accepting
about 100 children from all over Scotland onto a week long
residential programme based at the University of Strathclyde
in Glasgow, incorporating a series of lectures by both NASA
astronauts and academics involved in broadly relevant areas
of science, engineering and technology. The purpose of the
week is to excite the participants with the possibilities for
study in these shortage skills areas and to encourage them
to consider pursuing them into further study. An added in-
centive is that a subset of about 30 of the participants are
selected to visit NASA sites in the US, including Houston
and Cape Canavarel.

The application described in this paper has been used as a
component in the Space School for two years, representing
the contribution from the Department of Computer and In-
formation Sciences, where the Strathclyde Planning Group
is based. The presentation is based on application-led re-
search that has been conducted within the group over many
years (Woods et al. 2003; Howey, Long, & Fox 2004a;
Fox et al. 2006; Woods et al. 2009). The paper begins
with a description of the problem and the role that the tool is
intended to play. There is then a description of the tool itself
and the ways in which users interact with it. Finally, there
is a brief description of the experiences in using the tool and
some comments on ways in which it can be modified.

TAPping Your Mission Planning Potential
Remote space missions are managed through very low band-
width communications, often with very limited frequency
of communications opportunity due to synchronisation of
orbits, access to Deep Space Network communications in-
frastructure and tight power constraints on-board the remote
system. Furthermore, remote space communications suffer
a time lag due to the immense distances involved. For ex-
ample, communication with Mars takes between 15 and 20

minutes for one way time of travel for the signal. These
problems force mission operations to be planned on Earth by
missions planners for periods into the future that can extend
for several days. These plans are converted into telecom-
mands that are transmitted to the remote system. The remote
system will execute these instructions, typically respond-
ing to any failures during execution of the plan by entering
a safe mode and awaiting further instructions from Earth.
This can make complex operations a laborious and painstak-
ing business, over many days of careful planning, diagno-
sis and replanning. It is this observation that has motivated
work by several researchers to push more intelligence into
the on-board systems (Chien et al. 2004; no et al. 2007;
Long et al. 2009), but this also suffers from problems,
mainly due to the high cost and of missions that make mis-
sion managers conservative in their willingness to adopt new
technologies, coupled with the very limited computational
and power resources on-board.

The job of constructing mission plans is the responsibil-
ity of a Tactical Activity Planner (TAP). In the case of the
Mars Exploratory Rovers (MERs) these personnel collab-
orate with rover drivers who are responsible for planning
the safe paths for rovers to navigate and the way in which
they will perform this navigation. The MERs can use visual
odometry or wheel odometry to help to localise themselves
during traverses, but the former slows down traverses dra-
matically (achieving no more than 30-40m per day) while
the latter is riskier but can allow longer traverses (up to 120m
per day). The TAPs must plan science operations, carefully
managing the tightly constrained resources to meet as many
of the demands of the scientists whose instruments are on-
board the rovers as possible. The limitations arise in power,
data storage and communications bandwidth. These all in-
teract, since communications cost power, while freeing data
store requires that data be communicated and so on.

In the case of the MERs, mission planners use a suite
of tools that includes MAPGEN (Ai-Change et al. 2003),
a planning support tool that incorporates Europa (Frank &
Jónsson 2003), a constraint-based planning system. Barrett
et al (Barrett et al. 2009) provides an interesting account of
the ways in which the activities of a TAP are currently per-
formed, including the extent to which automated planning
plays a role in current practice. An important function of
the MAPGEN tool is to provide a visualisation of the plan,
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which includes both multiple timelines for different parts of
the system and also resource profiles for data storage and
power.

The MissionTool application is a somewhat impressionis-
tic version of the MAPGEN tool intended to be accessible
to school children and to provide an experience that gives
insight into the problems of planning for complex system
control and the possibilities of automated planning in this
context. It provides a visualisation of plans that is similar
to the MAPGEN interface. It subsumes the role of the rover
drivers, although dramatically exaggerating the distances the
rover can cover and the speed at which operations can be
performed, in order to make the planning tasks more inter-
esting and extensive than is actually possible over the short
windows that the plans cover.

MissionTool: Function and Use
The application begins by displaying a summary of the plan-
ning process and the MissionTool interface, together with
the set of goals that the user is intended to achieve for the
scientists. In reality, the planning problem is typically over-
subscribed and only a subset of the goals will actually be
achievable, but the problem facing the user is one in which
all of the goals are required to be achieved. After assimi-
lating this information the user can move onto the main in-
terface (figure 1). This shows the actions available to the
user as buttons down the centre, an information panel on the
right explaining how to parameterise actions, a visualisation
of the plan across the top, including a single timeline and
profiles for use of power and memory and, on the left, a map
showing routes that are available for navigation by the rover.
Across the middle of the tool is a row of buttons that provide
complete plan management functions.

The user constructs a plan by selecting the intended ac-
tion button, then parameterises it by selecting the appropri-
ate number and types of locations from the map panel on
the left. By moving the mouse up into the plan window the
user reveals the action instance that has been created and this
can be dropped into the plan at the point the user prefers (a
cursor mark indicates where it will be inserted, as the user
moves the mouse around). Actions can also be selected in
the plan and moved to different locations or deleted. When
an action is inserted the user will see the updated power
and data profiles. If power or data availability constraints
are violated then the corresponding profile highlights red to
emphasis the problem. Again, the management of these re-
sources is a rather impressionistic version of reality: in the
MissionTool recharging is an action that can be selected to
apply at certain key waypoints, while data store can be re-
leased by transmitting data back to the lander base, again
from certain key waypoints. In reality, of course, recharg-
ing is a constant process in sunlight and data transmission is
always back to an orbiter during specific time windows.

Once the user is satisfied that the plan is ready, it can be
transmitted (using one of the central buttons). This is in-
tended to simulate the conversion of the plan into telecom-
mands for uplink to the remote rover. At this stage, the user
can either choose to risk simply executing the plan (central
button) or to check the plan. In the latter case the user is

presented with a summary of any execution flaw in the plan
(only the first if there are several) or any unachieved goals.
The domain is deliberately designed to make it easy to miss
out one or two steps in preparing for science data capture
or its transmission — this means that the user often has to
repair small flaws in the plan.

On selection of execution of the plan, a new view opens
that shows a high fidelity rover simulation operating on a
simulated planet surface. The simulated rover proceeds to
execute as much of the plan as is correct (the simulation is an
attractively rendered physics model built by Howard Dortch
of HyperKat Games). The simulation does not have to run
in order to confirm the correctness of the plan and longer
plans can be rather dull to watch, but it is interesting and
worthwhile to watch short plans execute.

The final button of interest is the Autoplan button, which
invokes a planner (in this case, Metric FF (Hoffmann 2003))
to solve the problem, yielding a plan that is then inserted
directly into the timeline. After the user has attempted to
construct plans manually for several problems the impres-
sion of the power of the planner in achieving the same task
in a few seconds is greatly enhanced.

Experiences, Extensions and Conclusions

The experience in exposing this tool to the school children at
the Summer Space School has been very positive. Follow-
ing a short lecture about the role of TAPs, the group used
the system in pairs and worked together on planning var-
ious missions. The fact that 100 15-17 year old children
sat working consistently on these problems for some 2-2.5
hours without a break is already an indication of the suc-
cess of the application. Feedback was very positive, with
many children asking whether they could acquire copies of
the system. A small group even got as far as looking behind
the scenes at the underlying domain model, which is written
in PDDL, and added a new action description to it. For com-
plete novices to extend PDDL models within hours of first
meeting it is clearly quite an achievement!

The tool is designed to be relatively easily configurable.
The action buttons are created from a configuration file read
at run time, so that new actions can be added or existing ac-
tions modified. The action descriptions, maps and waypoints
are also read from files. The plan validation is performed
by VAL (Howey, Long, & Fox 2004b), which is a separate
executable invoked from the Java interface. The planner is
also a separate executable and could be replaced with any al-
ternative planner with appropriate functionality (the output
must be in the correct format to allow it to be read in by the
parser that extracts the plan).

The tool has so far proved very successful in its original
role within the Space School, but it has also been a use-
ful outreach tool in other contexts, allowing a very graphic
demonstration of one version of the planning problem that
helps users to understand the difficulty of the problem being
tackled by the planner and the power of the AI technology
once it is demonstrated.
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Figure 1: The MissionTool Interface
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